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Biochemical reactions are subject to the particular environmental conditions of planet earth, including solar irradiation. How DNA responds to radiation is relevant to human health because radiation damage can affect genetic propagation and lead to cancer and is also important for our understanding of how life on earth developed. A reductionist approach to unravelling the detailed photochemistry seeks to establish intrinsic properties of individual DNA building blocks, followed by extrapolation to larger systems, to incorporate interactions between the building blocks and the role of the biomolecular environment. Advances in both experimental and computational techniques have lead to increasingly detailed insights in the excited state dynamics of DNA bases in isolation as well as the role of the solvent and intermolecular interactions. This review seeks to summarise current findings and understanding.
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1. Introduction
Understanding the response of DNA bases to UV radiation is critical for both practical and fundamental reasons: first, the nucleobase photochemistry following UV absorption constitutes a fundamental step in radiation-induced DNA damage. Second, UV photodynamics may have played a key role in prebiotic chemistry on an early earth. This is the chemistry that presumably took place four billion years ago and eventually produced the self-replicating molecules that form the basis of life as we know it today. Furthermore, studying nucleobase excited state dynamics provides detailed insights in electronic excited states and molecular structure, both of which are important in chemical interactions and reactivity. Finally, comparisons with the latest experimental data provide sensitive tests of ab initio theory of these fundamental processes.

A reductionist approach to the topic starts experimentally with isolated nucleobases in the gas phase, followed by nucleosides and nucleotides, inter base clusters and clusters with water and finally solution phase measurements. Along the way, the data on the one hand become less detailed while on the other hand incorporating more relevant parameters. The study of molecules isolated in the gas phase allows for observation of intrinsic properties and for optimal comparison with the highest levels of quantum computational theory. This first step is now leading to an increasingly detailed understanding of excited state dynamics at the molecular level. However, the resulting insights are still incomplete and need to be extrapolated to conditions that include the role of the environment. In fact, studies in solution or involving the macromolecule show that other structural elements also influence the excited state dynamics. For example, in the macromolecule base stacking competes with hydrogen bonding, or in an aqueous environment hydrogen bonding with water affects the excited state potentials and alters the excited state dynamics.

The current picture that emerges shows that for these compounds excited state dynamics depends very sensitively on molecular structure. Nucleobases are forms of purines and pyrimidines and the excited state lifetimes of these types of compounds can vary widely in a range from femtoseconds to nanoseconds. These remarkably large lifetime differences arise from small and subtle variations in molecular structure between similar derivatives, tautomers or cluster structures. This experimental observation has helped motivate a growing number of
theoretical studies that model the excited state dynamics with potential surfaces which include conical intersections (CI), mediating rapid internal conversion [1–11].

The time dependent properties of DNA in the gas phase and in solution have been the topic of recent reviews [12–14]. This review aims to summarise our current understanding of DNA excited state dynamics at the different levels of increasing complexity, starting from isolated molecules and extrapolating to more complete biological environments.

2. Background

Molecular photostability is the complex outcome of intramolecular and intermolecular factors: one molecule can be intrinsically more resistant to light-induced damage than another even though they absorb UV light equally. The key photochemical events take place after a molecule absorbs a photon and reaches an excited electronic state. The resulting electronic excitation can initiate inter- or intramolecular chemical reactions. The electronic energy can be radiated away by fluorescence, but this process occurs typically with a rate constant of $\sim 10^9$ s$^{-1}$ which is generally too slow to compete with an excited state reaction. Alternatively, the electronic energy can be converted to heat by internal conversion to the ground state; heat can subsequently be safely dissipated to the environment. When internal conversion is fast enough to prevent photochemical reactions from taking place, the molecule will have a very short excited state lifetime, $\tau$, and be stable against UV photodamage [15].

Rapid internal conversion, when available to a molecule, provides a ‘self-healing process’ following the absorption of a photon: it dissipates electronic energy by converting it to internal energy in the ground state and therefore minimises access to other photochemical pathways. Generally the biologically most relevant forms of the purines and pyrimidines exhibit the shortest excited state lifetimes, thus selectively minimising the chances for photochemical damage in the molecular building blocks of life. In stark contrast, many other nucleobase derivatives, even isomers, have orders of magnitude longer lifetimes (See Figure 1). In fact, ultrafast internal conversion – the same property found in many UV sunscreens – is observed for all nucleobases implicated in replication today and, intriguingly, there are no examples of canonical nucleobases that are highly fluorescent [12]. Illustrating the correlation between excited state lifetime and the propensity for photoreaction is the observation that the minor DNA base 5-methylcytosine, with its 10-fold longer lifetime than cytosine, is a hot spot for photodamage [17].

Figure 1. (Colour online) Compilation of gas phase excited state lifetimes of selected nucleobases and derivatives. For a study of substitution effects on the photochemical properties of aminopyrimidines see [16].
Evolution requires the existence of self-replicating molecules; the selection of the nucleobases as building blocks of those macromolecules would thus logically have taken place prior to any biological processes. Therefore, if the excited state properties have played a role in a chemical selection of today’s nucleobases, they may be a relic of prebiotic chemistry on an early earth. These photochemical properties then would be molecular fossils, so to speak, of four-billion-year-old chemistry.

*Self-protection by internal conversion depends dramatically on molecular structure.* The intramolecular mechanism governing the ultrafast internal conversion in these compounds is now emerging. The key is the occurrence of CI that connect the excited state potential energy surface (PES), reached by photon absorption, to the ground state energy surface. The dramatic lifetime differences between derivatives of nucleobases appear to be due to variations in the excited state potential surfaces that restrict or slow access to these CI [18].

We can rationalise these differences as illustrated schematically in Figure 2. CI are the crossings of multidimensional potential surfaces. Therefore these features can only occur in regions of the potential energy landscape that represent a deformation of the molecular frame from the ground state equilibrium geometry. The following case study of adenine derivatives serves as an example [4,13,19–30]. For 4-aminopyrimidine (Figure 3 bottom left), surface hopping calculations identified two main CI [31]: deformation at the C2 position leads to deactivation of the excited state with a lifetime, $\tau$, of 1 ps and deformation at the C5=C6 bond leads to different dynamics. Immobilising the latter coordinate with a five-membered ring forms adenine with a conical intersection due to the C2 deformation and $\tau$ of 1 ps. Figure 3 shows the geometry at this conical intersection as calculated by Marian et al. [4]. Substitution at the C2 position further modifies the excited state potential and eliminates this conical intersection. Consequently, both 2,6-diaminopurine and 2-aminopurine have fluorescent excited states with lifetimes of the order of nanoseconds. In fact, the latter is used as a fluorescent tag in DNA research. For 2,6-diaminopurine, Gengeliczki et al. measured tautomer-dependent excited state lifetimes of 6.3 and 8.7 ns for the 9H– and 7H-diamino forms, respectively [32]. Other excited states also need to be considered: N9-H motion forms an additional coordinate
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in adenine that can lead to a conical intersection with an $\pi\sigma^*$ state \[29,33\]. This coordinate forms a more general internal conversion motif that possibly also plays a role in peptides \[34\]. A weakly absorbing $\pi\sigma^*$ state plays a role as well, in addition to the $\pi\pi^*$ state, and can sometimes serve as a ‘dark state’ with an extended lifetime \[35,36\].

Furthermore, purine, the parent compound of adenine as well as guanine, forms triplet states in high yield \[37\]. Lifetimes also depend strongly on tautomeric forms and on substitution \[11,13,38–40\]. For example, the biologically relevant keto form of guanine is short lived, in stark contrast to the very long-lived enol and imino forms \[3,35,41–49\] (see Fig. 3 top).

Understanding these mechanisms helps explain how subtle structural differences between substituted nucleobases can produce excited state lifetime differences of orders of magnitude. In the same way, C5 substituents in pyrimidines alter excited state lifetimes over a range of picoseconds to nanoseconds, by modification of the topography of the PESs around C5=C6 torsion and stretching coordinates \[2,50,51\]. Interestingly, the same coordinates are found to play a role in thymine photo-dimerisation in DNA \[52\]. Figure 4 summarises the findings of Nachtigallová \textit{et al.} for five-substituted uracil \[5\]. Both canonical bases uracil and thymine, which is 5-methyluracil, exhibit broad UV spectra in the gas phase indicative of short excited state lifetimes, while substitution with OH or NH$_2$ leads to lifetimes of 2 and 12 ns, respectively. This observation underscores the point that the role of the substituent is not merely to block an out-of-plane deformation of the heteroatomic ring, but rather it modifies the excited state potential energy landscape \[53\]. Calculations by Matsika and Kistler predict similar effects for substituted cytosine analogues \[51,54\].

2.1. The effect of the environment

As complexity increases, for example through base pairing or through the oligomerisation of mononucleotides, the mechanisms for safely eliminating excess electronic energy from biomolecules may change in dramatic ways. In a biological environment, molecules are embedded in a complex structure with multiple electrostatic interactions, hydrogen bonds and

![Figure 3. C2 ring deformation with the NH$_2$ group distorted from the plane and to a minor extent out-of-plane C=O deformation lead to CI and ultrafast internal conversion in amino-keto guanine. The imino and enol tautomers have several orders of magnitude longer lifetimes. Ring deformations at C2 or C5=C6 in adenine lead to CI that mediate internal conversion at different timescales depending on molecular structure. Details in text below.](image-url)
dispersion interactions such as stacking of the base π-systems [55]. The energy of electronically excited states, especially those with large dipole moments and facile polarisability of the electron density distribution, often sensitively depends on the interaction with this surrounding. The shape of the potential surface of the excited state, its energy gradients, the depths of its potential minima and the barriers for crossing from one minimum to another and finally to the singlet or triplet ground state is modulated by the surrounding molecules. Furthermore, the solvent molecules or subgroups of interacting macromolecules need time to relax to the new electron distribution, attained after optical excitation, which often changes the dynamics of the excited state significantly. New potential energy minima may develop upon relaxation of the surrounding of the excited chromophore, energy gradients change and barriers are modified.

### 2.2. The role of the solvent

The role of the solvent is complex, because it not only affects excited state dynamics by hydrogen bonding interactions and structural changes, but also plays a role in subsequent quenching of internal excitation.

Figure 4. Twisting of the C5–C6 bond and out-of-plane NH$_2$ distortion lead to CI and ultrafast internal conversion in amino-keto cytosine upon excitation at 250 nm [56]. The vibronic spectrum detected by R2PI consists of just a few lines around 313 nm [57,58]. The amino-enol tautomer has a much longer lifetime with an extended electronic spectrum. The imino-keto tautomer was detected by microwave spectroscopy [59] but not yet by electronic spectroscopy. Twisting of the C5–C6 bond and out-of-plane distortion of the C=O group lead to CI and fast internal conversion in uracil and thymine whereas five-substituted uracils exhibit nanosecond lifetimes. The R2PI spectra of uracil and thymine are broad as expected from the short excited state lifetimes. Uracil and thymine also exhibit longer lifetime components of a few ps, see Section 4.3.
In nonradiative decay, the absorbed photon is converted into excess vibrational energy such that the vibrational temperature of a nucleobase exceeds 1000 K immediately after internal conversion to the electronic ground state [60]. The ability of these hot ground state molecules to undergo thermal chemistry is unknown. Importantly, a hot ground state intermediate has been proposed for the photohydration reaction seen in uracil [61]. Fortunately, solvation allows this excess energy to be rapidly diluted by vibrational energy transfer outward first to nearest-neighbour solvent molecules, and then to the next-nearest neighbours. Thus, internal conversion is followed by extremely rapid diffusion of heat until the excess vibrational energy has been completely thermalised. This energy transferred to the environment makes rapid internal conversion an effective protection mechanism, neutralising otherwise potentially harmful UV absorption. Interestingly, water, the solvent of life, gives rise to the fastest rate of intermolecular energy transfer, permitting a hot ground state molecule to cool within just a few picoseconds – the highest rate of cooling observed in any solvent studied to date [62,63]. For single bases in aqueous solution, the key appears to be hydrogen bonds between neighbouring water molecules and with nucleobases leading to low frequency intermolecular vibrations and a corresponding high vibrational state density as required for efficient energy transfer. In a duplex, hydrogen bonds between strands could play a similar role in safely dispersing excess vibrational energy. For an isolated molecule, where such intermolecular vibrational energy transfer is impossible, photofragmentation eventually occurs but not on the limited time scale of most gas phase experiments.

In Section 3, we will summarise the main methods employed in these studies. Then we will detail information on each of the canonical bases, experimentally and computationally in Section 4. We will cover interactions between bases and their environment, such as pairing, stacking and hydrogen bonding with solvents in Section 5.

Figure 5. (Colour online) Schematic diagram of spectroscopic techniques. Dashed arrow indicates wavelength that is being scanned to obtain a spectrum. Solid arrows indicate fixed wavelength. Dotted horizontal arrows indicate time delay between two laser pulses. (a) R2PI provides vibronic spectra. (b) UV–UV hole burning separates isomeric contributions to the UV spectrum. (c) IR–UV hole burning provides isomer selected ground state IR spectra. In (b) and (c), the ion signal from the fixed wavelength second laser pulse (probe) decreases at each wavelength of the first pulse (burn) that is resonant and thus depletes the ground state in the FC region.
3. Methods

Spectroscopy in the gas phase requires a way to vaporise and subsequently cool the molecules. For neutral species, the combination of laser desorption and jet cooling has been successful, achieving internal temperatures of the order of 20 K, usually sufficient for reducing vibrational populations to \( v = 0 \) [64,65]. For ions, electrospray ionisation can be combined with cooling in an ion trap, achieving even lower temperatures, approaching that of liquid helium, and thus enabling even higher spectral resolution and extending the size range of molecules that can be analysed [66]. For neutrals, electronic spectroscopy usually is action spectroscopy in the form of resonant two-photon ionisation (R2PI) or laser-induced fluorescence (LIF). The former has the advantage of mass selection while the latter may be augmented by dispersion of the fluorescence. In either case, when employing nanosecond excitation pulses, the technique is essentially blind for excited states with lifetimes in the sub-picosecond range while line widths may be used to estimate lifetimes in the sub-nanosecond range. Double resonant spectroscopy combines these forms of electronic spectroscopy with UV or IR hole burning. A burn laser pulse precedes the R2PI or LIF probe pulse such that on resonance it removes ground state population from the Franck–Condon (FC) region and thus reduces the probe laser signal, resulting in an ion-dip or fluorescence-dip spectrum. With an IR burn laser this technique essentially produces a ground state IR spectrum with optical selection by the probe laser and, in the case of R2PI, also additional mass selection. This powerful approach makes it possible to obtain isomer specific data, with a selectivity unmatched by condensed phase techniques. For ions, spectroscopy can often be performed by various forms of infrared multiphoton dissociation. In that case, the isomer specificity is lost but mass selection is an integral part of all ion spectroscopy techniques.

Femtosecond pump–probe experiments are possible in the gas phase but very challenging, due to the inherent low density of the sample. Such experiments are therefore more often performed in the condensed phase and various techniques have been developed, such as transient absorption and fluorescence up-conversion. Simple electronic absorption and emission spectra of complex molecules in the condensed phase are often quite broad with little apparent structure and therefore rather unspecific for excited state dynamics. If, however, absorption or emission are followed from the femtosecond to the nanosecond time scale a new dimension is added and spectral changes can intimately reflect the fate of the excited state time step by time step. Early in the dynamics, relaxation proceeds within a few tens of femtoseconds from higher electronically excited states to lower ones followed by fast motions along steep energy gradients on the lower excited surface. With sufficient time and (broadband) spectral resolution this dynamics can be followed without interference from events at later times. At later times, but often still in the sub-picosecond range, motion of the molecular wave packet (WP) follows along flat parts of the potential surface and from one minimum to another through small barriers. Still later internal conversion to the electronic ground state or intersystem crossing to the triplet state occurs followed by vibrational cooling within a few picoseconds (in H-bonded systems). Femtosecond pump–probe absorption spectroscopy can elucidate conversion between different dark and bright states and between chemical species, based on multiexponential decay times. Broad-band transient absorption spectroscopy is particularly informative because rather than monitoring kinetics at selected wavelengths it gives the complete spectral evolution in a broad range, typically 270–1000 nm. This technique sheds light on the dynamics of both bright and dark states and allows...
discrimination between spectral shifts (due to e.g. vibrational cooling or solvent relaxation) from conversion processes between different electronic states and chemical species. If furthermore excitation is performed at different wavelengths (that is at different vibrational excess energies in the electronically excited state) and at different polarisation angles between pump and probe laser, a detailed picture emerges of excited state dynamics. Variation of the sample conditions like pH and temperature can complement such studies. Femtosecond fluorescence up-conversion spectroscopy is another valuable method which selectively monitors the fate of the bright excited states. This selectivity often facilitates interpretation of the complex transient spectra but no information about the (dynamically often important) dark states can be obtained. With this method it may be difficult or even impossible to discriminate between fast relaxation to the ground state or to a dark lower excited state. On the other hand comparison of fluorescence up-conversion and transient UV/Vis and IR absorption results may help to discriminate between dark and bright state transitions in the absorption spectra [67].

3.1. Clusters

Gas phase clusters with water and other solvent molecules with varying H-bonding capability, polarity and dielectric constant make it possible to study the shift of electronic states and change of dynamics step by step, progressing from small to large clusters. This approach can reveal details of microsolvation, by observing the effects of successively adding one single solvent molecule at a time. Examples are the well-known red shift of $\pi\pi^*$-transitions and blue shift of $n\pi^*$-transitions in many chromophores undergoing H-bonding. The $\pi\pi^*$-excited state is more acidic and therefore more stabilised than the ground state due to a stronger H-bond (red shift of the optical transition) while H-bonding is weakened by transferring an electron from a nonbinding orbital at the heteroatom involved in the H-bond to a $\pi^*$-orbital (blue shift). Even more dramatic is the shift of the energy of a charge transfer (CT) state with ultrahigh dipole moment in a polar surrounding compared to a non-polar state or to isolation in the gas phase. There is however a size limitation of meaningful cluster investigations via high-resolution spectroscopy. The number of isomers increases and the spectra get more and more congested and complex due to underlying complex dynamics, high state density and insufficient cooling. The jets warm up due to the energy released by formation of large aggregates. Under those conditions it can become difficult to sufficiently cool the molecular beam even in an expansion with heavy inert gases like xenon [68]. Heavy and polarisable inert gases can improve cooling but are often problematic due to their extensive clustering. If REMPI is used for analysis, cluster fragmentation may complicate size assignment because large clusters frequently tend to fragment already at the adiabatic ionisation threshold. Even sophisticated double- and triple-resonance laser spectroscopic techniques reach their limit of reliable analysis above certain cluster sizes.

Significant changes of the energies of the excited state and modifications of the energy surface may well occur at larger cluster sizes than experimentally accessible. An incomplete first solvation shell may reflect the relevant potential energy modifications of the isolated chromophore in the excited state sufficiently accurate; however, it can be experimentally impossible to reliably analyse clusters of this size. If so, it is necessary to change to the condensed phase and investigate the biomolecular building blocks either in defined films or in the liquid phase for comparison with the gas phase.
3.2. Computational state-of-the-art

Computational studies performed on excited states of isolated nucleic acid bases, especially in the last 10 years, shed light on relaxation mechanisms that are not directly accessible experimentally [69]. A general strategy for investigation of excited state dynamics involves calculation of spectra in the FC region of the ground state minimum, followed by determination of critical points on the excited state potential surfaces, particularly excited state minima and structures at the crossing of adiabatic PESs [69,70]. These crossings, known as CI, provide pathways for fast radiationless relaxation of a molecule to the ground state. The efficiency of this process depends on the relative energies of critical points and the details of reaction trajectories on the potential surfaces connecting them. To obtain a balanced description of these characteristics the choice of a suitable computational method is crucial.

For *ab initio* descriptions, single-reference methods are reliable for calculations of excitation energies in the region of ground state minima. The approximate coupled-cluster singles-and-doubles model (CC2) [71] and the second-order algebraic diagrammatic construction (ADC2) [72,73] with resolution-of-the identity [74] provide good and efficient methods for calculating vertical excitation spectra. These methods can also be used to calculate analytical gradients to find excited state minima [75]. Density functional theory (DFT) methods are an alternative choice for calculating excited state energies, especially for systems of moderate size. The linear response time-dependent (TD) approximation is one of several such approaches [76]. For these methods, the energy gradients and nonadiabatic coupling vectors are also available [77–82].

Outside the FC region single-reference descriptions often fail due to the multi-reference character of the wavefunction. In such cases, the multi-configurational self-consistent field (MCSCF) method [83] may be used to obtain a correct wavefunction. Multi-configurational descriptions are particularly important near CI at the energy degeneracy between electronic states. Yet such methods still do not necessarily guarantee sufficiently accurate results of excited state energies. The reason is an insufficient description of electron correlation effects which might result in a different ordering of states. Thus, results obtained with the MCSCF method should always be checked with more advanced methods, e.g. multi-reference configuration interaction (MRCI) [84,85], or the complete active space perturbation theory to the second order (CASPT2) [86] methods. Analytical gradients [87–89] and nonadiabatic coupling terms [90], necessary to locate excited state minima and CI, are available in the multi-reference description. An alternative approach for describing the PESs of excited states of nucleobases is the use of semi-empirical methods, in particular the recently implemented configuration interaction method OM2/MRCI [91].

In principle, conventional quantum chemical calculations can provide useful information about the excited state behaviour of nucleobases. These approaches are based on knowledge of the PES, with emphasis on the energies of critical points and the reaction paths connecting them. They are, however, not sufficient to explain the relaxation dynamics of nucleobases when more relaxation channels are expected to be involved. To obtain a more complete description, simulation studies of the dynamics should be performed. Such studies have been undertaken for all five nucleobases at the *ab initio* [92–95], semiempirical [96–100] and density functional [101,102] levels. From these results, one can see that the interpretation of the experimentally observed features depends on the computational level used for dynamics simulations. To explain differences in excited state behaviour among nucleobases, it is
important to use data which are obtained with comparable accuracy. Barbatti et al. performed studies at very similar levels of theory, based on the multi-configurational description of wavefunctions, for all five nucleobases [95]. This led to the explanation of variations in the relaxation mechanisms among the purine bases adenine and guanine and the pyrimidine bases thymine, uracil and cytosine (Figure 5).

CI play a key role in the nonadiabatic relaxation mechanism, however not all CI are effective in dynamics simulations. Knowledge about the relative energies of these structures with respect to energies of excited states at the ground state geometry and at the excited state minima, together with the character of reaction paths connecting them, can provide detailed insights into the relaxation mechanism. Among the reaction paths illustrated in Figure 6, a downhill motion from the initial point (either from the vertical FC region or from the minimum of the excited state) towards a particular structure on the crossing seam (panel a) makes this conical intersection quite efficient. Presence of a barrier (panel b) or an ascending character (panel c) of the reaction path slows down the relaxation process.

In the following section, we will discuss the results of ‘static’ and ‘dynamic’ interpretations of the relaxation mechanisms for each of the individual nucleobases separately, with emphasis on the differences between purine- and pyrimidine-based nucleobases. We will also discuss the remarkable difference between the excited state behaviour of thymine and uracil, which are quite similar structures.

4. The canonical bases – experiment and theory
4.1. Guanine

The ultrashort excited state lifetime of the canonical keto-amino tautomer of guanine prevented the measurement of its electronic spectrum in the gas phase via REMPI. Only the spectra of the nonnatural enol-amino and keto-imino tautomers of guanine could be obtained by IR–UV spectroscopy [41,104–107]. This case illustrates a number of aspects of these studies. Initial confusion of the spectral assignments resulted from the fact that the keto forms were predicted by theory to be lowest in energy, while their IR spectra are very similar to those of the imino forms. This similarity points to the need of high-resolution computations for proper interpretation of experiments. The fact that the keto tautomers were not observed could either mean that they do not exist in the gas phase experiment or that they are merely not detected. The latter possibility underscores the fact that action spectroscopy is blind for species with excited states that have lifetimes significantly shorter than the laser pulse. In fact,
the keto tautomer frequencies were eventually observed in helium droplets [43]. Those are in fact infrared absorption experiments that do not involve the electronically excited state. The results do reflect gas phase populations because the molecules are entrained into the droplets from the gas phase. Therefore this result clearly suggests that indeed the keto form exists in the gas phase but may go undetected in R2PI experiments because of a short lived excited state, in contrast to the other tautomeric forms.

Femtosecond spectroscopy of the nucleobase guanine provides an instructive example of the power of complimentary studies in the gas phase and in aqueous solution. Canuel et al. [35] report biexponential decay with \( \tau_1 = 0.15 \text{ ps} \) and \( \tau_2 = 0.36 \text{ ps} \) for jet-cooled guanine excited at 267 nm and analysed via two-photon ionisation at 400 nm. They interpreted \( \tau_1 \) as WP motion from the FC region of the lowest excited \( \pi \pi^* \) state \( L_a \) to its local minimum \( L_a_{\text{min}} \) and \( \tau_2 \) by \( L_a_{\text{min}}/n\pi^* \) and \( n\pi^*/S_0 \) barrier crossings. Based on their computational studies Chen et al. [108] ascribed \( \tau_2 \) to direct \( L_a_{\text{min}}/S_0 \) barrier crossing without involvement of the \( n\pi^* \) state. Serrano-Andres et al. did not detect any \( L_a_{\text{min}} \) in their calculations and ascribed \( \tau_1 \) to arise from a barrierless motion on \( L_a \) toward the \( L_a/S_0 \) conical intersection (CI).

How does the same system behave in water? Kovalenko et al. used femtosecond broadband absorption spectroscopy to study the dynamics of guanosine monophosphate (GMP) in aqueous solutions [107] and compared the dynamics of the observed transients to quantum-chemical calculations by Improta. In the pH range of 7–4, GMP is nonprotonated at the guanine ring and shows biexponential decay in the probe region of 400–900 nm. With \( \tau_1 = 0.22 \text{ ps} \) and \( \tau_2 = 0.9 \text{ ps} \), the relaxation is somewhat slower than in the gas phase and probably controlled by solvent rearrangement in the excited state. Between 270 and 400 nm, the signal response is triexponential with one growing (\( \tau_1 = 0.25 \text{ ps} \)) and two decaying components (\( \tau_2 = 1.0 \text{ ps}, \tau_3 = 2.5 \text{ ps} \)). In this spectral range, guanine fluoresces and stimulated emission (SE) contributes to the absorption signal. The initial signal increases due to the decaying contribution from SE (observed as negative absorption). Transient anisotropy can elegantly discriminate between excited state absorption and SE, because the two signal contributions respond very differently to laser polarisation [107].

Broadband transient absorption directly monitors the motion of the WP on the excited state PES: \( \tau_1 \) corresponds to motion away from the FC region to flatter parts of the surface where the WP resides for a moment and fluoresces (with SE) at \( \sim 320 \text{ nm} \), \( \tau_2 \) represents internal conversion from \( L_a \) to \( S_0 \), and \( \tau_3 \) corresponds to vibrational cooling of hot ground state molecules. The latter is only observable at less than 400 nm and to the red of the \( S_0 \rightarrow L_a \) absorption. SE at \( \sim 400 \text{ nm} \) points to another flat region on the \( L_a \) surface where GMP fluoresces before internal conversion takes place [107].

Fluorescence spectroscopy directly monitors the decreasing energy gap between \( S_1 \) and the ground state along the path to the conical intersection with the \( S_0 \) state. Fluorescence decay times of 2–4 ps at >450 nm indicate that part of the wavepacket explores further flat or minimum regions of the excited state surface before conversion to the ground state [109]. The behaviour in both the transient absorption and fluorescence up-conversion experiments is independent of the excitation wavelength indicating ultrafast (\( \ll 100 \text{ fs} \)) \( L_b \rightarrow L_a \) conversion.

At pH 2, the guanine ring is protonated at the N7 position [110]. The excited state dynamics of GMPH\(^+\) is slower: a growing component with \( \tau_1 = 0.4 \text{ ps} \) followed by a \( \tau_2 = 2.3 \text{ ps} \) decay and internal conversion at \( \tau_3 = 167 \text{ ps} \) indicate deeper potential minima and a larger barrier at the conical intersection to the \( S_0 \) state than for neutral GMP, see Figure 7. SE occurs at early times at 320 nm and later at 400 nm, similar to GMP however the corresponding fluorescence
of GMPH$^+$ is much stronger due to the slower kinetics on the excited state surface. Time-dependent density functional theory (TDDFT) calculations using the PBEO functional with explicit calculation of the first water solvation shell and bulk solvent effects accounted for by the polarisable continuum model reflect the energy scheme in Figure 7 very well. According to the calculations, the stable minimum $L_a$ min of GMPH$^+$ is characterised by out-of-plane displacement of NH and CH groups which explains the slower internal conversion and longer (167 ps) fluorescence lifetime [110,111]. The calculations show that the $L_a$ and $L_b$ excited states are involved in the excited state dynamics of GMP and GMPH$^+$ whereas the dark $^1\pi\pi^*$ and $^1\pi\sigma^*$ states have too high energies to play a significant role.

The UV-induced vibrational dynamics of GMP was studied by femtosecond infrared spectroscopy [112]. Rapid IC to a hot ground state was observed without excitation of the phosphate vibrations. Vibrational cooling with repopulation of the guanine ring vibrational ground state takes place within 2–4 ps in water in good agreement with Karunakaran et al. [107]. Femtosecond measurements of nucleobase excited state decays, determination of lifetimes from spectral bandwidths, or the existence or absence of R2PI spectra reveal rates of ultrafast internal conversion via CI. However, the molecular structures at the CIs remain obscure. Qualitative information about these structures can be obtained by a systematic study of derivatives of the nucleobases and tautomers where out-of-plane deformations of the ring system
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are blocked and the excited state surface is modified, see Figures 3 and 4 and discussion above. For a quantitative comparison, however, dynamics calculations based on realistic excited state PESs are needed together with results from femtosecond measurements.

Among the five naturally occurring nucleobases, 9H-keto-guanine exhibits the shortest excited state lifetime in the gas phase, see Figure 3. Three types of CI have been identified on the $S_1/S_0$ crossing seam. Two of them, labelled as ethylenic I and ethylenic II [3,9,95,96,108,113,114], feature structures with a strongly puckered pyrimidine ring, with the largest puckering at the C2 atom and with the NH$_2$ group distorted from the plane. The wavefunctions of these CI result from mixing of $\pi\pi^*$ and closed shell electronic configurations. These two CI differ only by the orientation of the amino groups with respect to the six-membered ring. In the third type of conformation, the wavefunction is characterised by a mixing of the n$\pi^*$, $\pi(O)\pi^*$ and closed electronic configurations. In this structure (labelled as oop-O), the pyrimidine ring is puckered at the C6 atom with the oxygen atom distorted from the plane of the ring [3,9,96,114]. An $S_1$ minimum which is of n$\pi^*$ character was localised in the same energy region as the CI introduced above [9,108]. The calculated character of the PES suggests two possible relaxation mechanisms according to which (i) the molecule relaxes directly to the ethylenic conical intersection using a reaction path of $\pi\pi^*$ character or (ii) it first relaxes to the $S_1$ minimum with n$\pi^*$ character. These direct and indirect mechanisms provide an interpretation of experimentally observed relaxation times of 0.148 and 0.360 ps, respectively [9]. An alternative suggested relaxation pathway proceeds via a conical intersection with stretched NH bonds [115].

Dynamics simulation studies performed at the MR-CIS level resolve the relaxation mechanism and match the experimental data [114]. The initial conditions for these dynamics simulations were selected such that the system was excited into the bright state of $\pi\pi^*$ character. At the ground state minimum geometry, the $\pi\pi^*$ character corresponds to the $S_1$ state but it is almost isoenergetic with the $S_2$ state of n$\pi^*$ character allowing a reverse ordering of states within the coordinate space around the FC region. Thus, the trajectories are initially spread between the $S_1$ and $S_2$ states. In the latter case, there is an almost instantaneous $S_2 \rightarrow S_1$ relaxation on the time scale of about 20 fs [114]. The subsequent relaxation into the ground state involves a quite homogeneous mechanism. The vast majority of the population (95%) follows the direct $\pi\pi^*$ pathway towards the ethylenic CI. The rest of the population decays into the ground state via the oop-O conical intersection. The $\pi\pi^*$ relaxation mechanism was suggested also by a semi-empirical OM2 method [96]. The data obtained with the dynamics simulations study predict that guanine relaxes to the ground state with a single time decay constant of 0.22 ps, in very good agreement with experimentally estimated decay constants of 0.15 and 0.36 ps.

In guanosines, the biologically most relevant keto tautomer was not observed in gas phase REMPI experiments at the nanosecond timescale [116–118]. The assumption has been that this state is short lived. In another possible mechanism for nucleosides, the sugar moiety with its many degrees of freedom provides rapid quenching of vibronic energy in the excited state, thus bringing the system below the barrier and preventing or delaying internal conversion. Hare et al. have reported lifetimes in solution for the n$\pi^*$ state in pyrimidine nucleosides significantly longer than for free bases [46].
4.2. Adenine

The R2PI and double resonance spectra of jet-cooled adenine near 277 nm have been investigated by several groups [21,26,27,119,120]. The electronic spectrum consists of a few rather weak, but sharp peaks followed by a very broad band with onset around 275 nm. The observed vibronic structure has been assigned either to transitions to the lowest $\pi\pi^*$ (usually called $L_a$) state or to the $n\pi^*$ state or mixtures thereof whereas the broad band probably arises from transition to the next $\pi\pi^*$ ($L_b$) state with some possible contributions of higher $n\pi^*$ states. Transitions to the dissociative $\pi\sigma^*$ state probably play no role in the near UV spectral region at >250 nm [121,122], see, however, reference [123] for an alternative model.

Rotational contour resolved R2PI allows an unambiguous assignment of the vibronic bands around 277 nm because the transition moments of the $\pi\pi^*$ state should be predominantly in-plane with hybrid character of a and b rotational axes and some c-axis contribution in case of nonplanar distortion of the excited state. The $n\pi^*$ state, on the other hand, should show dominant c-type character. Indeed, the main vibronic bands of adenine could be assigned by this method [36]. The results show $\pi\pi^*$ and $n\pi^*$ transitions are within < 50 cm$^{-1}$ of each other and close to 277 nm. They exhibit vibronic coupling by out-of-plane modes at higher energies where the transition moments of the $\pi\pi^*$ states are essentially in plane. Due to some nonplanarity in the excited states, the $^1n\pi^*$ state can borrow its intensity directly from the $^1\pi\pi^*$ state, explaining its unusual high intensity at low energies where vibronic coupling does not yet take place. The Lorentzian contribution to the width of the rotational contour points to excited state lifetimes > 10 ps near 277 nm.

The extreme proximity of the lowest $n\pi^*$ and $\pi\pi^*$-$L_a$ state and the vicinity of the $\pi\pi^*$-$L_b$ state have important implications for the excited state dynamics. For jet-cooled adenine, femtosecond pump–probe experiments produce a biexponential decay with $\tau_1 = 40$–100 fs and $\tau_2 = 0.75$–1.1 ps, depending on pump wavelength between 250 and 277 nm [35,56,124–127]. Canuel et al. observed $\tau_1 = 200$ fs upon substitution of the amino group H-atoms by methyl groups and interpreted this effect as deceleration of deactivation by a cutback of the vibronic coupling between $\pi\pi^*$ and $n\pi^*$ states due to the changes at the amino group and the pyrimidine ring out-of-plane vibrations [128]. Internal conversion then follows by $n\pi^*$-$S_0$ crossing at the conical intersection. With fs time-resolved photoelectron spectroscopy temporal evolution of the emitted electrons can be monitored and their kinetic energy measured simultaneously so that the motion of the wavepacket on the $n\pi^*$ and $\pi\pi^*$-surfaces can be followed separately. With this method, dynamics on the excited state surface can be analysed even at 250 nm pump wavelength at the maximum of adenine absorption where no discernible vibronic structure is observed. Stolow et al. found ultrafast $L_a$-$n\pi^*$ relaxation with $\tau_{L_a} < 50$ fs and identified $n\pi^*$-ground state conversion with $\tau_{n\pi^*} = 750$ fs as the main de-excitation path at 250 nm excitation [129]. UV Resonance Raman spectroscopy provides complementary information to time-resolved techniques with data for the first 50 fs of excited state structural dynamics, as obtained from the resonance enhanced vibrations [130]. Oladepe and Loppnow reported lengthening of the ring double bonds towards single bonds is in 9-methyladenine and connected this to the formation of adenine photodimers [130].

When interpreting the fs broadband excitation results, one has to keep in mind the spectroscopic findings which show that adenine’s lowest $n\pi^*$-state is optically active and can therefore also be populated at excitation wavelengths below 275 nm similar to the bright $L_b$ state for which excitation below 275 nm cannot be neglected. Furthermore, the contribution of
the $\pi\pi^*$ state at short excitation wavelengths is not completely clear yet [121,123]. Interpretation of fs results may thus be more complicated than hitherto assumed and requires further efforts.

What do dynamics calculations tell us about the nature of the CI in the adenine monomer? Most CI are characterised by a ring puckering of the pyrimidine ring, see Figure 3. The energetically lowest conical intersection was found on the crossing seam intersecting $\pi\pi^*$ and closed shell surfaces and it is, according to the Boeyens classification scheme [131], labelled as $^2E$, characterised by a ring puckering of the pyrimidine ring at C2, followed by $^1S_6$ which corresponds to the minimum on the crossing seam of the $\pi\pi^*$ state and the ground state [4,47,132–135]. The CI is characterised by a strong out-of-plane displacement of the amino group. Additionally, Barbatti and Lischka found other structures, in particular, $^4S_3$ and $B_{36}$ both of $\pi\pi^*$ and closed shell characters [135]. The conical intersection connected with the deformation of the imidazol ring is characterised by puckering at the C8 atom and it is located on the crossing seam of $\pi\pi^*$ and closed shell surfaces. Based on the relative energies, all but $^4S_3$ are accessible from the vertical FC region. Sobolewski et al. and Perun et al. reported a conical intersection associated with breaking of the CN and NH bonds [134,136,137].

Reaction paths calculated by Barbatti and Lischka suggest that the two lowest CI are the most effective since they are accessible from the vertical FC region by a barrierless descending path [135]. Based on the character of the PES, the authors propose a two-step process in the relaxation of adenine: an ultrafast step of about 100 fs and an additional longer step of about 1 ps [47,115,134,138–141]. The fast process involves relaxation from the vertical FC region to the $S_1$ minimum, while the slower process corresponds to relaxation from the $S_1$ minimum to the ground state [115,134,138,139] via $^2E$ and $^1S_6$ CI at lower and higher excitations, respectively [138,139]. The relaxation taking place at higher excitation energies also proceeds via CI, characterised by bond breaking [137,142,143]. Serrano-Andres et al. [47] provided an alternative explanation of the relaxation mechanism according to which part of the population relaxes within 100 fs via a barrierless and a diabatic path at a $^2E$ conical intersection and the remaining population deactivates at longer time via a $^1S_6$ conical intersection.

Non-adiabatic dynamics simulations performed with the semi-empirical OM2 method suggest that the most important conical intersection is $^1S_6$ with the amino group strongly distorted from the plane [98]. Thiel et al. found that $\tau_L$ contains a minor contribution of direct $L_{a-gs}$ de-excitation corresponding to the experimentally observed $\tau_{L_a}$=50 fs whereas most trajectories run through the $L_{a-\pi\pi^*}$ and $\pi\pi^*-gs$ CIs corresponding to the observed $\tau_{int}^* = 750$ fs [98]. According to the interpretation reported by Barbatti and Lischka, the first step of adenine’s dynamics corresponds to ultrafast relaxation from the $S_3$ to the $S_1$ state [98,144]. Within 60 fs, the vast majority of population is already in the $S_1$ state. Further relaxation from the $S_1$ state to the ground state takes about 1 ps. During the whole course of the dynamics, the authors did not observe any relaxation via the $^1S_6$ conical intersection. In fact, the trajectories utilise almost exclusively structures close to the $^2E$ conical intersection. Both CI should be accessible from the vertical FC region, as their energies are well below the excitation energy of the bright state and they are connected via reaction paths with no barrier. However, the more demanding geometrical rearrangements required to reach the $^1S_6$ potential are very likely the reason why this conical intersection was not observed. The fast step of the relaxation very likely proceeds via a three-state conical intersection as suggested by Matsika [145]. This suggestion is supported by the fact that in the vertical FC region the
energies of the S₁, S₂ and S₃ states are almost degenerate. The results of dynamics studies performed by Barbatti and Lischka [94] do not exclude the existence of a relaxation mechanism in which bond breaking takes place. This mechanism should be, however, efficient at higher initial energies only.

Monte Carlo/CASPT2 calculations point to CI connecting the ππ* and nπ* states of 9H-adenine to the ground state in aqueous solution as well, however due to the large destabilisation of the nπ* state in water, deactivation occurs mainly via the ππ* state leading to monoexponential decay [45,146–148].

4.3. Thymine

Absorption of UV radiation by DNA can generate mutations which mainly occur at bipyrimidine sites. Stacked thymine (T) sites react to form cyclobutane pyrimidine dimers in less than 1 ps [67,149] whereas a minor pyrimidine-(6–4)-pyrimidone adduct is formed within 4 ms probably via intermediate oxetane [150]. The ultrafast dimerisation occurs directly in the photoexcited 1ππ* state [67,151] but there are contributions to dimer formation by a long-living 1nπ* or triplet state [149,152,153] populated by internal conversion (IC). Intersystem crossing (ISC) from the 1ππ* state seems to occur also [154–156], at least in a solution of nucleobases where monomer diffusion limits reaction time and requires long-living excited states. Triplet formation has a low quantum yield of <0.02 in aqueous solution [157–160] but is still interesting as possible precursor for dimer formation because T has the lowest triplet energy of all nucleobases [161] hence interbase triplet energy transfer would accumulate 3T. Even non-concerted product formation via reaction of hot S₀ ground state nucleobases may contribute to dimer formation. The dominant T decay (~90%) is indeed sub-picosecond 1ππ*–S₀ conversion leading to hot T which cools within a few ps in water [46]. Vibrational relaxation, however, may be too fast and the reaction barrier in the ground state too high to allow a significant contribution of hot ground state reaction.

Spectroscopy of isolated T in the gas phase can help to solve the puzzle of thymine’s excited states. IR and microwave experiments point to the diketo tautomer of uracile (U) and T as dominating species in the gas phase [162–164]. The electronic spectra of isolated U and T are broad and diffuse [162] consistent with the observed ultrafast decay times [46,165]. Nanosecond delayed ionisation experiments with 1-methylthymine (1MT) and 1-methyluracil (1MU) demonstrate the existence of a long-lived ‘dark’ electronic state alongside with the short-lived bright 1ππ*–state. Kong et al. concluded from their experiments on 1MT-water clusters that hydration accelerates internal 1ππ*–S₀ conversion to a degree that the long-lived dark state is not populated anymore and stated that short excited state lifetime and photostability is not an intrinsic property of the pyrimidine bases but results from their hydration [166]. On the other hand, Busker et al. [167] observed an increase of the dark state lifetime of 1MT– and 1MU-water clusters in the gas phase under careful control of the applied water pressure in agreement with the observation of a long-lived dark state upon UV excitation of T and U nucleotides in aqueous solutions [46]. Several authors tentatively assigned the dark state to the nπ*-state both in the gas [166,167] and condensed phase [46] with a triplet state as alternative. These proposals were mainly based on the observation of sub-microsecond lifetimes of the dark state in the gas phase and sub-nanosecond lifetimes in water, whereas lifetimes of many microseconds are typical for triplet states. Kunitsky et al. were able to measure a vibrational spectrum of the dark state of isolated 1mT in the NH/OH
stretch region [165] and, based on comparison with the calculated $1\pi^*$- and $3\pi^*$-NH stretch frequencies [168], assigned the spectrum to the lowest triplet state of the keto tautomer. From the dependence of the dark state ionisation rate on the laser intensity, they ruled out the hot electronic ground state. Triplet formation from the singlet state can indeed occur very effectively via large spin–orbit coupling if the two states have different spatial symmetry [169,170]. Etinski et al. [168] calculated sub-nanosecond $1\pi^* -3\pi^*$ intersystem crossing times for 1MT and T and, therefore, also suggested that the dark state has triplet multiplicity. The lowest triplet state of thymine and thymidine was detected via the triplet carbonyl stretch bands at 1603 and $\sim 1700$ cm$^{-1}$ with fs and ns UV-infrared pump–probe spectroscopy in acetonitrile solution [171]. The triplet state is formed in less than 10 ps and a vibrationally relaxed $1\pi^*$-state as triplet precursor was ruled out because the $1\pi^*$-state has a lifetime of $\sim 3$ ns in acetonitrile for the closely related cyclohexyluracil and between 10 and 100 ps for different pyrimidine bases in aqueous solution. Hot $1\pi^*$ molecules, however, are possible precursors of triplet T in solution [46]. In the gas phase, the lifetime of the dark state detected by R2PI is a key parameter to determine its multiplicity. The triplet lifetime of T in acetonitrile solution is 10 $\mu$s in the absence of self-quenching [159] and comparable lifetimes are expected in the gas phase. Lifetimes of $227 \pm 30$ ns for carefully dried 1MT at the 1MT mass and $>1.5 \mu$s for water clusters detected at the 1-MT(H$_2$O) mass were observed [167]. Hence, the dark state lifetime of the 1MT monomer detected by R2PI is not in agreement with the expected intrinsic lifetime of triplet thymine while in the water clusters a triplet contribution cannot be excluded. Kunitski et al. measured a lifetime of $340 \pm 50$ ns for 1MT, similar to $363 \pm 30$ ns at the 1MT mass in the presence of water [167], pointing to a contribution from fragmenting 1MT-water clusters to the delayed ionisation signal [165].

What do dynamics calculations tell us about the CI in excited thymine which give rise to its ultrafast internal conversion and broad electronic spectrum? Contrary to cytosine, the bright state of $\pi\pi^*$ character in the vertical FC region of thymine is the S$_2$ state. The S$_1$ and S$_2$ minima were found to be of $\pi\pi^*$ and $\pi\pi^*$ character, respectively. To explore the relaxation dynamics, Hudock et al. and Szymczak et al. [92,172] investigated minima on the crossing seams of S$_2$ with S$_1$ as well as S$_1$ with S$_0$ [8,103,172]. For the former, the lowest energy structure was found to have a boat conformation, labelled according to Boeyens classification as B$_{36}$ [92,172]. For the later, the low-lying CI are reached by rotating along the C5–C6 bond with the largest puckering at the C5 atom and out-of-plane distortion of the methyl group and the C6 atoms ($^6E$ and $^5E$) [8,103]. Both pathways are characterised by the $\pi\pi^*/$closed-shell character of the wavefunction. These two structures are followed by a B$_{41}$ conical intersection with out-of-plane distortion of the oxygen and $n\pi^*/$closed-shell character of the wavefunctions.

The longer lifetime of about 5 ps was interpreted with three different scenarios: (i) Perun et al. suggested that trapping in the minimum of the S$_1$ state of $\pi\pi^*$ character is the reason for a longer lifetime [173]. (ii) Dynamics simulations run with the multiple spawning method showed only a very small fraction of trajectories which would deactivate to the S$_1$ state within 500 fs [92]. Based on this finding, trapping in the S$_2$ state was invoked to explain the experimentally observed longer lifetime of thymine. However, this trapping in the S$_2$ state was not observed in the dynamics simulations performed at the semiempirical OM2 level [97]. (iii) The third scenario, suggested by Merchan et al. [10] for all pyrimidine-based molecules, predicts that after excitation to the S$_2$ state the molecules either follow a barrierless path toward the S$_1$/S$_0$ conical intersection or get trapped in the S$_2$ state. The former
mechanism was associated with the relaxation lifetime on the femtosecond timescale, while
the later corresponds to the longer lifetime.

Dynamics simulations performed at the CASSCF level, run for a longer simulation time,
showed that after excitation thymine quickly relaxes from the vertical FC region to the S₂
state of π(O)π* character where it remains for about 2.5 ps [172]. The crossing seam which
intersects the S₂ and S₁ states at the CI is characterised as a B₃₆ conformation. This interpre-
tation is in agreement with the results suggested by Hudock et al. [92]. The simulation time
used in this study does not encompass the additional relaxation process from the S₁ state to
the ground state. Based on the results reported in reference [103], this step can also take a
relatively long time. Either the ascending character of the pathways or the barrier along the
reaction paths found in this study could be responsible for a smaller efficiency of these
trajectories through the CI.

4.4. Uracil

The character of the spectrum in the vertical FC region and the minima on the S₁ and S₂ sur-
faces of uracil (U) are very similar to those of thymine. The characters of the energetically
lowest S₂/S₁ CI are also very similar, with a boat conformation and the wavefunction
characterised by mixing of ππ*/ππ character [53,92,174]. The S₁/S₀ CI are
also very similar to those found in thymine, although their minimisation led to slightly
different Boeyens characterisations. In particular, these are ethylenic biradical structures with
puckering at the C6 and/or C5 atoms, labelled as E₆ and ⁵S₅, and a boat conformation with
out-of-plane distortion and ππ*/cs electronic structure [97,175]. In addition, an open-ring
conical intersection was found at low energy. Although the static calculations show very
similar character of the critical points of the PES, i.e. excited state minima and CI, including
their relative energies, the experimentally observed lifetimes are significantly different. ‘Static
calculations’ led to the same predictions of relaxation mechanisms as those suggested for
thymine, i.e. (i) a direct path of ππ* character to the ethylenic conical intersection [8,10,174],
(ii) a relaxation path which includes trapping in the S₁ minimum of ππ* character [174,176]
and (iii) trapping in the S₂ minimum [92]. Dynamics calculations based on the multiple
spawning method predict trapping in the S₂ state to dominate the relaxation of uracil [92]
while semi-empirical OM2 simulations predict an indirect decay mechanism which includes
the oop-O conical intersection [97].

To explore the photodynamics of uracil and compare it to thymine, Nachtigallova et al.
performed dynamics simulations with the same conditions as those used for thymine [175].
The following picture emerges: the main relaxation mechanism is characterised by trapping of
the molecule in the S₂ minimum of π(O)π* character. This mechanism was observed for 55
and 77% of trajectories, with the excitation energies at the maximum of the absorption
peak and slightly below, respectively. For this relaxation mechanism, time constants of 1.5
and 1.8 ps (depending on the pump energy) were determined which could explain the longer
decay constant observed experimentally. The remaining trajectories do not get trapped in the
S₂ state. In fact, they quickly reach the S₁ state from which they relax to the ground state
either via a direct ππ* relaxation path, preferentially via an ethylenic CI puckered at the C6
atom, or via a ring-opening CI. In the latter case, a ππ* electronic configuration mixes into
the final wavefunction in the relaxation process. Existence of this direct mechanism, not
observed for thymine, is very likely the reason for the shorter lifetime of uracil compared to
thymine. The estimated decay constant for this mechanism is about 0.7 ps, explaining the shorter decay constant.

Barbatti et al. employed dynamics studies of the excited state behaviour of all five nucleobases, described at comparable level of theory and under conditions relevant to experiments, to systematically compare purine- and pyrimidine-based nucleobases [95]. This comparison shows that the relaxation mechanism of the purine-based nucleobases adenine and guanine is based on a diabatic ππ* reaction path. The relaxation proceeds directly from the vertical FC region without trapping in any excited state minima. Contrary to this, pyrimidine-based nucleobases – cytosine, uracil and thymine, show more complex relaxation mechanisms which include both nπ* and ππ* relaxation pathways as well as trapping in either the S1 or the S2 minimum.

Nachtigallová et al. have measured lifetimes in the nanosecond regime for individual tautomers of five-substituted uracils, U, which provide an interesting case for investigating the role of the solvent, see Figure 4 and discussion above [5]. Interestingly, 5-aminouracil (5AU) has been reported to act as an antitumor, antibacterial and antiviral drug [177–179]. According to their quantum computational modelling, the big difference in excited state lifetimes indicated in Figure 4 can be explained by the relevant ππ* and nπ* states switching in energy in the FC region. The behaviour in bulk water is rather different. In bulk water, 5AU (200 fs) lives just twice as long as U (100 fs) but dimethylaminouracil, DM5AU, has a long-lived component (~100 ps) [180]. A possible explanation is that the effect of the water is largest through hydrogen bonding to the amino group, which is blocked in DM5AU. This would explain why the behaviour of DM5AU in solution resembles that of 5AU in the gas phase.

4.5. Cytosine

The amino-keto tautomer of cytosine shows ultrafast excited state decay time constants of <50 fs, 820 fs and 3.2 ps upon excitation at 250 nm, see Figure 4 and reference [56]. The R2PI spectrum consists of just a few lines around 313 nm indicating a longer lifetime in this spectral region [58]. Again decay times from dynamics calculations can be correlated to the measured lifetimes and shine light on the CIs responsible for the ultrafast deactivation.

The vertical excitation energy of the first bright excited state is of ππ* character and the S1 minimum of nπ* character. Barbatti et al. [181] found three CI on the crossing seams with the ground state, labelled as (i) semi-planar, characterised by a wavefunction with mixed nπ*, ππ* and ground stated electronic configurations; (ii) oop-NH2 with out-of-plane displacement of the amino group and a nπ* electronic configuration in the wavefunction and (iii) a C6-puckered conical intersection with twisting of the C5–C6 bond, puckering of the C6 atom and a wavefunction with a ππ* electronic configuration. The semi-planar and oop-NH2 intersections were first reported by Ismail et al., the C6-puckered was reported by Sobolewski and Domcke and Zgierski et al. [182–185]. All these CI are accessible from the vertical FC region.

Based on energetic considerations, in particular the barrierless connection of the vertical FC region and the C6-puckered conical intersection, a direct relaxation via this conical intersection was predicted by Merchan and Serrano-Andress [10,11]. This prediction was supported by surface hopping dynamics simulations performed at the semi-empirical OM2 level. Contrary to this model, the results of dynamics simulations performed with multiple spawning at the CASSCF(2,2) level [93] and surface hopping [100] at the AM1/CI level predict that only a small fraction of trajectories follows this reaction channel, while the
oop-NH2 conical intersection dominates the relaxation. Additionally, results obtained with multi-reference CASSCF wavefunctions with larger active space show that the semi-planar crossing seam should be the most important [186].

Dynamics simulation studies performed by Barbatti et al. at the CASSCF level show that the relaxation mechanism is more complicated [181]. The dynamics was run for 1.2 ps. The suggested mechanism is as follows: from the vertical FC region, the system follows the ππ* state and almost instantly reaches the region of strong mixing of ππ*, nπ* and closed shell electronic configurations. A small part of the population (about 16%) relaxes directly from this region to the ground state within 13 fs. The majority of trajectories (84%) first relax to the S1 minimum with nπ* character, from where they can convert to the ground state via three different pathways. About 62% of the population relaxes from this minimum following a path of nπ* character and relaxing via a semi-planar conical intersection of the same electronic character. The remaining 18% follows the ππ* state either via C6-puckered or oop-NH2 CI. These mechanisms are responsible for the relaxation decay with the intermediate decay constant. Besides, 20% of trajectories which do not relax within the simulation time can contribute to the longer time constant of 3 ps observed in the experiment. This interpretation agrees with the three different experimentally observed relaxation time scales.

5. Interactions between bases

5.1. Base pairing

5.1.1. Stacking vs. hydrogen bond base pairing

Two types of non-covalent interactions are prevalent in DNA: hydrogen bonding and base stacking. Both interactions are important with hydrogen bonding providing the recognition mechanism and base stacking providing most of the structural stabilisation. A possible different response to UV excitation in these two structural motifs is intriguing for modelling prebiotic chemistry: what came first, recognition or formation of a macromolecule?

In solution phase experiments, Crespo-Hernández, Kohler, and co-workers have shown that base stacking in single- and double-stranded DNA favours non-radiative decay via the formation of CT or exciplex states [187–189]. Such states decay much more slowly than the ππ* states in single bases. The authors studied single homopolymeric strands in solution, which exhibit partly stacked structures. In transient absorption, they observed both ultrafast (τ=1 ps) decay – ascribed to unstacked parts of the structure – and decay at a two orders of magnitude slower scale – attributed to stacked regions in the structure [190]. Double-stranded helices, containing both the stacking and the base pairing motifs, show the same slower decay as the single strands, suggesting that the dynamics in this case is dominated by intrastrand rather than by interstrand interactions [187]. Work by Takaya et al. suggests that regardless of sequence length, initial excitons trap to a common state that is localised on just two bases [188]. In their model, rapid decay then takes place to exciplexes, followed by charge recombination on a picosecond timescale.

For single bases in the gas phase, hydrogen bonding generally dominates while stacking is prevalent only in solution; see the stacked 9MA-A clusters discussed below and Kim et al. [191] as an exception. According to Hobza and Sponer, it requires on the order of three to six water molecules, depending on the specific base pair, to stabilise stacking between two isolated bases [192]. Saigusa and co-workers have recently shown that GG dimers and
methyl-substituted GC clusters with one water molecule form the same hydrogen-bonded structures as without the water molecule and they saw no evidence of stacking similar to earlier findings by Mons et al. and Abo-Riziq et al. and Ouissi et al. [193–195].

In xanthine model systems in the gas phase, Callahan et al. show the stacking to be competitive with hydrogen bonding upon a single methylation and to be dominant upon two methylations [196]. For 3,7-dimethylxanthine dimers stacking is observed exclusively, although the first hydrogen-bonded structure is calculated to be only 2.6 kcal/mol higher in energy while 1,7-dimethylxanthine dimers are not observed at all. Figure 8 shows the stacked structure of trimethylxanthine dimers.

5.2. Guanine–cytosine

The subtle role of interbase hydrogen bonding in excited state dynamics is demonstrated in the example of isolated GC base pairing [197]. Of the about 50 possible ways to form GC base pairs by hydrogen bonding, the one structure that is prevalent in DNA (the Watson–Crick (WC) structure) has a sub-picosecond excited state lifetime, evidenced by a broad UV spectrum, while other structural arrangements of the same base pair have sharp spectra, consistent with much longer excited state lifetimes [197]. Sobolewski and Domcke have proposed that relaxation occurs by ultrafast transfer of a shared proton within the base pair [198,199]. Light-induced proton transfer is a common mechanism exploited in UV stabilisers [200]. Similar effects appear in other base pair combinations like isolated GG and CC where the lowest energy structures could not be detected by R2PI [57,201,202].

Figure 9 shows the proposed reaction path for ultrafast internal conversion of guanine–cytosine base pairs in the gas phase, involving excited state proton transfer (ESPT). A barrierless conical intersection (CI) connects the bright $^1\pi\pi^*$ states, mainly delocalised on G and C, with an excited state with $G \rightarrow C$ CT character. The CT state is massively stabilised by a $G^+ \rightarrow C^-$ ESPT reaction leading to a diradical (GC$_{dir}$) state (G–H) (C+H) with an easily accessible CI to the electronic ground state of GC [183,198]. In the gas phase, ultrafast ESPT is the main path for internal conversion to the $S_0$ state in the GC WC pair [183,197,198,204–206] and has been proposed to be dominating in CHCl$_3$ solution too [207,208] based on fs fluorescence up-conversion experiments. In a recent paper, Improta et al. demonstrated by broad-band transient absorption spectroscopy and TD-DFT/CAM-B3LYP calculations in solution that GC ESPT is not effective in CHCl$_3$ [203]. The kinetics of the combined monomer (G+C) and dimer (GC) broadband transient spectra is extremely similar at <2 ps and shows only slight differences from 2 to 100 ps. Thus relaxation in the monomer moieties dominates internal conversion of GC in solution. Calculations show that even a weakly polar solvent like CHCl$_3$ lowers the energy of the GC$_{CT}$ state significantly.

![Figure 8. Stacked structure of trimethylxanthine dimer based on a molecular dynamics simulation.](image-url)
(~0.8 eV) below the Gππ* state so that GCππ* → GC_CT is rendered ineffective. Furthermore in CHCl₃, a pronounced energy barrier of ~0.3 eV separates GC_CT and GC_dir. The gap between the GC_dir minimum and S₀ is more than 1 eV along the whole NH→N reaction path. Proton transfer implies the quenching of the strong dipole moment of the CT state and this process is therefore not favoured even in a moderately polar surrounding.

GC polynucleotides also do not decay to the ground state faster than their monomer components [209,210]. Instead in GC rich polynucleotides, the excited state decay is probably controlled by the formation of intrastrand exciplexes. GC and GG stacking in the DNA helix may lead to CT, ESPT and finally internal conversion to the ground state. The characteristic UV spectrum of the (G-H) radical [211] was indeed observed [212] in large GG aggregates in hexane where hydrogen-bonded G ribbons are formed [212,213]. GC aggregates in hexane did not show formation of the (G-H) radical.

5.3. Adenine–thymine

The IR–UV spectrum of the AT base pair in the gas phase was assigned to cluster structures with HNH···O=C/N···HN hydrogen bonds [214]. The observed experimental spectrum does not agree with the vibrational spectrum of the WC AT structure. Ab initio calculations indeed show that the WC isomer is not the most stable AT arrangement [214]. Obviously the DNA backbone enforces the AT WC arrangement. Other more stable configurations are possibly blocked by the sugar substitution or other steric or electronic reasons. Solvent effects on electron driven proton transfer in AT WC pairs are discussed by Dargiewicz et al. [215].

Adenine is known to form long-lived exciplex states via π-stacking which decisively determine its excited state dynamics in DNA [188]. High-resolution spectroscopy in the gas phase allows very detailed studies of the excited states of A–A aggregates. Indeed, in the case of 9-methyladenine(9MA)-adenine(A), a stacked structure was observed with an IR–UV spectrum pointing to one free NH₂ and N9H group and one only weakly interacting NH₂ group [216]. Interestingly extensive H-transfer was observed in the stacked excited A–A dimer probably via N9H(A) → NH₂(9MA). The electronic spectrum could only be observed at the 9MA+H mass and not at the parent mass. The 9MA-A is the only nucleobase cluster to date for which a stacked structure has been observed in the gas phase.

Figure 9. The isolated GC WC dimer easily converts from the optically excited ¹ππ* state to the dark G→C CT state and transfers a proton to obtain a diradical species GC–dir with an energy very close to a CI with S₀. In solution, this path is closed and ESPT is not involved in the ultrafast deactivation of GC to the electronic ground state. Figure is adapted from Reference [203].
5.4. Alternate base pairs

Numerous studies have proposed possible alternate base pair combinations that could suggest credible alternatives to the canonical base pairing scheme in terms of stability and recognition [217]. Benner and co-workers, for example, have proposed an ‘alternate genetic lexicon’ formed by merely exchanging the hydrogen donor and acceptor groups in the base pair structures [218]. If the canonical bases were present in a primordial soup, it is reasonable to assume that all other derivatives and analogues were present as well [219]. As an example of an alternate base pair, geometrically equivalent to guanine-cytosine, Gengeliczki et al. have obtained the structure of clusters of 2,4-diaminopyrimidine with 3,7-dimethylxanthine in the gas phase [220]. They reported the four lowest energy structures, which include the WC base pairing motif. This WC structure has not been observed by nanosecond R2PI in the gas phase for the canonical DNA base pairs. This finding raises the intriguing question whether such alternate base pairs may have longer excited state lifetimes and thus be less robust under UV irradiation. If indeed that is the case, it would be consistent with a chemical selection of the molecular building blocks of life on an early earth.

5.5. Other interactions

5.5.1. Base–amino acid interaction

The details of the interactions between proteins and DNA and the resulting recognition mechanisms are not understood in detail at the molecular level. The non-covalent forces that appear to govern such interactions are weak, and yet binding to certain sequences can be very specific. In fact, binding to specific sites can sometimes be orders of magnitude stronger than binding to random sites. Crews et al. studied guanine aspartic acid clusters as a very simple model system and identified structures and binding motifs [221].

5.5.2. Base stacking, exciplex formation and photochemistry

Contrary to single nucleobases and their mononucleotides which generally have excited ππ* states with lifetimes of less than 1 ps and some, often minor, branching to longer lived 1ππ* and triplet states, dinucleotides and polybase strands have lifetimes of 10–100 ps [188] and longer [222,223]. The yield of these long-lifetime species is 20–30% and thus similar to the fraction of stacked bases determined by NMR and CD measurements [149,188]. Obviously electronic coupling between adjacent bases drastically slows the excited state relaxation. The lifetime of the long-lived states increases with increasing energy of the base+–base− CT state in accord with the well known slowing down of charge recombination with energy of the radical-ion exciplex. Hence, the following picture emerges. Initially, Frenkel excitons delocalised over several bases give rise to the excited state relaxation. The lifetime of the long-lived states increases with increasing energy of the base+–base− CT state in accord with the well known slowing down of charge recombination with energy of the radical-ion exciplex. Hence, the following picture emerges. Initially, Frenkel excitons delocalised over several bases give rise to the strong UV absorption of DNA strands [224]. These initial bright states trap to long-lived states localised on pairs of stacked bases, see Figure 10. In a geometrically suitable arrangement electron transfer can take place with high efficiency and exciplex states (B1+B−2 in Figure 10) are formed which relax via charge recombination on the 10–100 ps time scale to B1B2 [188].

Femtosecond UV–IR pump–probe experiments show that cyclobutan dimer (CPD) formation in single-stranded all-thymine oligonucleotides takes only ~1 ps and therefore crucially depends on the proper π stacking orientation at the instant of excitation [67,225–228]. This
exact geometry however is a rare event explaining the low quantum yield of CPD formation in thymine strands and thymine containing DNA. Similar to TT stacks, packed AT in UV-C-irradiated double-stranded DNA reacts to cyclobutane adducts which fragment to different products [149, 229]. The explanation of the mechanism of cyclobutane formation based on the multi-configurational CASSCF/CASPT2 description was provided for two adjacent cytosines [230] and thymines [231].

While adduct formation can only take place in stacked bases, Norrish type I α-cleavage can occur in mononucleosides as well. UV-induced ring opening was observed by Lapinski et al. in 1-methyl-2(1H)-pyrimidone as well as in 1-methylycytosine and tentatively assigned by IR matrix isolation spectroscopy via detection of the characteristic intense \( -\text{N}=\text{C}=\text{O} \) (isocyanate) stretch vibration at 2263 and 2261 cm\(^{-1}\) [232]. The 266 nm irradiation of dry films of dG\(_{10}\), dC\(_{10}\) and dT\(_{10}\) strands and G, C and T derivatives also leads to ring opening and isocyanate formation [233]. Light of a broad-band UV lamp with sun intensity also introduces this reaction for instance in dT\(_{10}\) films and in G derivatives in hexane. Norrish cleavage in dG\(_{10}\)-dC\(_{10}\) double strands is less efficient [233]. It is tempting to connect the observed Norrish type I α-cleavage to the weakening of the conjugated double bond system in the pyrimidine ring both in the lowest π\(^{-}\) - and π\(^{+}\) state leading to ring distortions. UV-induced
amino-oxo to imino hydrogen transfer was observed in matrix-isolated 1-methylcytosine and in G and C containing oligonucleotides [233,234].

The detailed computational understanding of the nature of electronically excited nucleic acid bases interacting via stacking and the effect of base sequence and nucleic acid conformation is still a considerable challenge due to its complexity [13,48,187,230,231,235–245]. In principle, these interactions can result in the population of locally excited states, delocalised exciton, energy transfer and excimer formation.

Calculations have been performed to compute the electronic coupling in terms of both contributing mechanisms, i.e. short-range interactions due to the orbital overlap and the Coulombic interactions, operating over larger through space distances [239,246–251].

Various models and computational methods have been used to explore the character of delocalisation of the excited states among several nucleobases [239,246,252–256] focusing mainly on CT character during the formation of delocalised excitons and excimers and effects of structure fluctuations within the DNA molecule.

Nachtigallová et al. performed nonadiabatic dynamic simulations of the model system of 4-aminopyrimidine to explore effects of steric constraints on photodynamic behaviour of adenine [257]. They showed that these constraints do not significantly affect the relaxation mechanism. In addition, the intrasand hydrogen bonds formed during the 4-aminopyrimidine photodynamics make the relaxation mechanism faster. The same effects were found also for the photodynamic behaviour of 4-aminopyrimidine embedded within double-stranded DNA [258]. Based on the calculations on (dA)_{10}(dT)_{10} oligonucleotide, Conti et al. [259] suggested that the formation of minimal energy complexes between two nucleobases is the source of a steric hindrance of out-of-plane motion of relaxing nucleobase, increasing its excited state lifetime.

Nonadiabatic dynamics simulations on adenine in a DNA environment were performed by Thiel and co-workers [260,261]. Using the model of (dA)_{10} and (dA)_{10}(dT)_{10} oligomers, simulation times for relaxation to the ground state of several picoseconds were observed, which is about an order of magnitude longer than those found for isolated adenine. While two major channels decay via $^6S_1$ and $^2E$ CI in the case of the single stranded (dA)_{10} oligomer, the former is completely blocked by hydrogen bonding between thymine and adenine in the (dA)_{10}(dT)_{10} oligomers.

Computational studies on (9-methyl-adenine)$_2$ (1-methyl-thymine)$_2$ stacked tetramer were performed with the TD-DFT method in aqueous solution. These calculations suggest that originally delocalised excitation is quickly localised on a single monomer giving rise to monomer like behaviour characterised by ultrafast relaxation [252]. The slower decay channels are devoted to the formation of excimers between two stacked adenines which according to Santoro et al. are of CT character. Neutral excimers are assumed to be formed in single strand DNA structures [262,263]. In strongly distorted geometries of single-strand DNA, the stability of neutral excimers is predicted to be comparable with the stability of CT excimers.

The formation of adenine aggregates formed in single-stranded adenine was confirmed also in studies by Hu et al. [264] using the TD-DFT method. In agreement with the work of Improta, they observed formation of states delocalised over several bases [265].
6. Summary and outlook

The picture that emerges is that the excited state dynamics of purines and pyrimidines depends critically both on intramolecular and intermolecular structure. The shape of the excited state potential determines the outcome following excitation. Ultrafast internal conversion involves trajectories on the potential surfaces via CI and the potential energy landscape varies in subtle ways between tautomers and derivatives. Non-covalent interactions with other molecules further complicate the situation, providing additional pathways for deactivation, such as proton transfer and exciton formation. The isolated molecules have been studied in great detail in the gas phase, including tautomer selective spectroscopy. This approach provides the best comparison with the highest level of theory, thus providing tests of algorithms, functionals and force fields. Gas phase studies also provide insights in very fundamental properties, but at the same time such results are incomplete because they omit the role of the environment. The latter is mostly studied in solution with femtosecond techniques. Experimentally a bridge between those two domains is formed by cluster studies. By combining insights gained in these different approaches an increasingly detailed understanding of DNA base excited state dynamics is being formed.

This field has benefited from simultaneous advances in experimental and computational techniques. In both areas, molecules of increasing size can be studied with increasing precision. One such new development is the ability to study ions in cold traps, providing dramatically improved spectroscopic resolution for larger compounds [66,266]. Additional progress may still be expected with further developments in all areas, which will hopefully lead to a completion of the reductionist journey from the properties of individual nucleobases to those of the macromolecule in its biological environment. This exploration is promising to lead to a comprehensive picture of DNA excited state dynamics and its implications for photochemical reactivity and stability.
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